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ABSTRACT

Messenger advertisements (ads) give direct and personal user expe-
rience yielding high conversion rates and sales. However, people are
skeptical about ads and sometimes perceive them as spam, which
eventually leads to a decrease in user satisfaction. Targeted adver-
tising, which serves ads to individuals who may exhibit interest in
a particular advertising message, is strongly required. The key to
the success of precise user targeting lies in learning the accurate
user and ad representation in the embedding space. Most of the
previous studies have limited the representation learning in the
Euclidean space, but recent studies have suggested hyperbolic man-
ifold learning for the distinct projection of complex network prop-
erties emerging from real-world datasets such as social networks,
recommender systems, and advertising. We propose a framework
that can effectively learn the hierarchical structure in users and ads
on the hyperbolic space, and extend to the Multi-Manifold Learning.
Our method constructs multiple hyperbolic manifolds with learn-
able curvatures and maps the representation of user and ad to each
manifold. The origin of each manifold is set as the centroid of each
user cluster. The user preference for each ad is estimated using
the distance between two entities in the hyperbolic space, and the
final prediction is determined by aggregating the values calculated
from the learned multiple manifolds. We evaluate our method on
public benchmark datasets and a large-scale commercial messenger
system LINE, and demonstrate its effectiveness through improved
performance.
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Figure 1: LINE messenger advertisement system.

1 INTRODUCTION

Messenger platform is an emerging advertisement channel. In mes-
senger platform, users experience a message-typed advertisement
(ad) with a separate chat room feeling more private and direct
compared to traditional ad channels, e.g., search engine, and web
portal. High penetration ratios of smartphone and SNS utilization
enable messenger ad system to become more promising with high
sales [28]. Figure 1 shows an example of our LINE messenger ad-
vertisement system.

However, an ad for broad random users without precise user
targeting can not resonate with their potential audience playing as
annoying spam. In this paper, since the accurate representation of
the users and ads is a necessary for targeted advertising system, we
present the deep representation learning scheme using hyperbolic
geometries. Our method enables effective capture of the hierarchical
and complex relationships between users and ads.

One of the most prominent approaches in traditional studies
is Collaborative Filtering (CF) [4, 16, 26] which finds a group of
users who have responded to the ads similar to the target ad. Ow-
ing to the limitation of the low-dimensional representation of CF,
recent studies have presented various neural network based ap-
proaches [11, 14, 25, 27] that can effectively embed user and ad-
vertisements into the high-dimensional spaces. Despite the wide
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Figure 2: Minkowski space.

success and expansion of those methodologies, most of them implic-
itly embed the entities (i.e., users and ads) into points in Euclidean
space, which causes an inherent limitation in the representation
power. The latest studies, however, pointed out that the real-world
user-item interaction datasets exhibits the hierarchical structures;
therefore, it is more desirable to map embeddings into a hyperbolic
space than Euclidean space [2, 17, 20, 23]. Unlike in the flat (Eu-
clidean) plane, the distance between the nodes in tree-structured
data is preserved in hyperboloid [9], and therefore hyperbolic ge-
ometry is proven to naturally suitable for modeling hierarchical
structures.

Although the hyperbolic space has successfully reflected the
topology in user-item representation, the existing approaches fix
its origin and use single manifold as an embedding space. In a real-
world, large-scale advertising system, there exist various groups of
users with different preference characteristics, and it may not be
valid to assume that every user and advertisement entity can be ex-
pressed by using single geometry. There were several researches in
Euclidean space that improves the prediction performance by adopt-
ing clustering algorithms into the recommendation tasks [5, 8, 21].
However, usage of clustering scheme into the hyperbolic manifold
learning on advertising system had not yet been reported. The main
contribution of this paper is to extend the hyperbolic representation
learning to the Multi-Manifold Learning framework by constructing
multiple hyperbolic spaces centered on each clustered user group.

We evaluate the proposed framework on a large-scale real-world
dataset collected from LINE messenger platform. The experimental
results demonstrate that the proposed model increases the predic-
tion performance and allows the representation to be diversified. We
further report the performance on the public benchmark datasets
to show that Multi-Manifold Learning can be applied commonly to
various tasks as well as the targeted advertising.

2 TARGETED ADVERTISING SYSTEM

Unlike the traditional forms of advertising that expose ads to ran-
dom users, the core of targeted advertising is that the system sends
ads to different user groups based on the user-ad-preferences. The
targeted advertising system uses the side information of those ads,
such as images and advertising phrases, as well as the user’s de-
mographic information and click history to find the most relevant
user group.
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Figure 3: M.C. Escher style illustration of the Poincaré disk
model.

Starting from the —p for users and —¢ for advertisements with
attribute matrices —p 2 R”® 0 and —g 2 R®0 0, the neural net-
workspp :RP ¥ R and5% :R ? ¥ R transforms the —p and
—0to/p 2R™  and/g 2 R®0  where g, #¢,and  denotes
the number of attributes of E 2 fD 0g, and the number of hidden
features, respectively. To build a more powerful user representa-
tions, we introduce additional neural networks 5 : R0 ¥ R
that embeds users’ click history matrix into / 2 R#®  where
28 9 is one if there is positive interaction between the 8-th user and
9-th advertisement and is zero otherwise.

Finally, the preference scores, %p o, between the users and ads
are computed through the distance or inner-product between em-

beddings of them:
%p o = Decision,388C,/p ,/ /0" )

where 38C,? @” is the distance between two points ? and @ on the
given manifold. User preference scores are sorted for each ad, and
the top - users with the highest scores are selected as the targeted
users for the ad. In this paper, we used Fermi-Dirac decoder [12, 13]
for the decision function.

3 HYPERBOLIC GEOMETRY
3.1 Riemannian Manifolds

A topological space M is a smooth manifold if M satisfies following
four conditions: It is Hasudorff, It is second countable, M contained
a open sets which is homeomorphic to R™, and its transition maps are
infinitely differentiable. For ? 2 M, we can define the tangent space
)2 M which is the first order approximation of M around point ?.
A Riemannian manifold is (M, 6), where M is a differential mani-
fold and 6 is Riemannian metric, which is a family of inner products
on tangent spaces, 67 : )oM )?M B R with smoothly varying
?. Riemannian metric is used to measure distances by integrating

the length between two points:
] q—
36,7 @" = inf By o MC7 ML ()

0

whereW,0" =2, W,1" =@, andW 2 1,,»0 1. M”. A shortest path
between two points ? and @ on curve W is called a geodesic, and
equivalent to a straight line in Euclidean space. From geodesic, we
can define the projection by utilizing geodesic coordinates. This is
called exponential map 4G?- at ?, which projects a vector E of the
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