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Introduction

Problem Formulation
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Figure 1. Data-driven cost curves for budget planning with simulated data.
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Introduction

Pros and Cons

Benefits Limitations and Challenges
e Low dependency on granular data e Endogeneity
e Robust under mobile privacy policy e Mulficollinearity
change

e High-dimensional regression

e Interpretability
e Correlation vs. Causality

e Capability to forecast
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Introduction

Motivation

Most of the criticisms about MMM can be addressed by experimentation. However, experimentation is expensive and has
other disadvantages that MMM does not have such as the lack of

>  forecastability
> generalizable cost curves

> insights on organic sales and inferaction effects

Obijectives

We propose a new solution of MMM which can fully capture all information provided by experimentation with the help of
fime-varying coefficients and Bayesian framework.

Uber Ng, Wang and Dai. 2021. Bayesian Time Varying Coefficient Model with Applications to Marketing Mix Modeling.



Model Overview

Our Model: Bayesian Time-Varying Coefficient (BTVC)

BTVC Predictive Equation
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regression framework:

> trendis treated as floating levels - P
>  seasonality is treated as regression on fourier series terms Time

Figure 2. Elasticity is modeled by time-varying coefficients.
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Model Overview

Express Coefficients as Kernel Smoothed Variables

Kernel Smoothing Equations

Bro=> w;(t) b, %
:

where

Coefficients

e 3, is the coefficient at time point ¢ for p-th regressor

e b, , is the latent variable (a.k.a knot) -2

e k(-,-) is the kerenl function Time

e J is the number of knots
Figure 3. Coefficients derived by kernel smoothing.
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Model Overview

Choice of Kernel
12 ‘ Triangle T
e  We use Triangular kernel for i ]
it — 1
Klev (ta tl) =1- ﬁ T / 1
ba+1 — Uy 04l 74 \\\ 1
ift; <t<tjp1 and € {j,j+ 1} \
0 V/ Il Il Il \\ N
-1 0.5 0 0.5 1
! ! Exponen‘lial
e We use Gaussian kernel for |
( t _ t .)2 06 4
o N J
kreg(ta t] p) =eXp\ ———F% o5
2 2 04 - — A
p /// \\\
02} //// \\\ ]
e N,

Figure 4. Triangular and Gaussian kernel
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Model Overview

Hyperparameters Tuning for Bias and Variance Tradeoff

T
- —— Estimate
Tuning Strategy A
e J and p control the condition of overfitting vs. underfitting. //,,,/
e Overfitted models tend to have low bias high variance.
e Underfitted models tend to have high bias low variance. J=t_¢

0
- : N o . . ) i ! —— Estimate

e We define optimal J and p by time-based cross-validation (a.k.a backtest) truth

Coefficients

Expanding Window Backtest ” y= -

. truth
Train/Test Split Scheme
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| Time

Figure 5. Estimated coefficients on different values of J and p fitted
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Model Overview

Incorporate Experimentation Results under Bayesian Framework

Informative Bayesian

Response Data Likelihood:

In(y;) ~ Student(v,In(j);),o?)

Optional Likelihood (a.k.a “Time-Point” Priors)
from Experimentation:

Brp ~ N(titp, 07 p)
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Figure 6. Bayesian Framework in BTVC
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Performance

Coefficients Curve Fitting Benchmark

Model  Bi(t)  pa(t)  P3(t)
BSTS 0.0067 0.0078 0.0080
tVReg 0.0103 0.0103 0.0096
BTVC 0.0030 0.0026 0.0029

Random Walk Simulations

We conduct a simulation study based on the following process:

ye = trend + B1:21¢ + BosTor + Bavss + 6, t=1,---T

Table 1. Average of mean squared errors based on
100 times simulations. We compare Bayesian
where trend, ﬂlta 5%’ 531& are all random walks and 7' = 300 structural time series (BSTS)' and time-varying
coefficient for single and multiple equation
regression (tvReg)?

SMAPE Pinball Loss
H H e w/o priors | w priors ¥{0 PHIots W priors
Informative Priors N e P P lower upper | lower upper
‘ Pi(t) 0.39 0.21 0.0009 0.0032 | 0.0005 0.0019
We further examine behavior when we ’ Pa(t) 1.37 1.25 0.0021 0.0019 | 0.0011 0.0014
. . . "y . an . .- oS . : O] 0.30 0.18 0.0017 0.0028 | 0.0014 0.0013
provide informative “time-point” priors for W W
some ¢. ‘ Table 2. SMAPE and pinball loss of coefficient estimates
for models without and with informative priors.
o
Figure 7. Example of informative priors 1. Isabel Casas and Ruben Fernandez-Casal. 2021. tvReg R package version 0.5.4

2. Steven L Scott and Hal R Varian. 2014.
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Performance

Forecast Accuracy Benchmark
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Figure 7. SMAPE comparison across different countries

Real Case Study

As a forecast model, we also compare accuracy with expanding windows
backtest with Symmetric Mean Absolute Error (SMAPE) where

h
SMAPE = Z( |F: — A 28
=1

e

Model Mean of SMAPE  Std of SMAPE

SARIMA 0.191 0.027
Prophet 0.218 0.067

BTVC 0.174 0.045

Table 3. SMAPE comparison across models including
SARIMA, Prophet and BTVC with 6 splits and 28 days
horizon.
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Resources

Implementation in a Scalable Way

Leveraged Stochastic Variational Inference ‘J Implemented under Orbit
under Pyro for posteriors sampling.
PYRO
Compared to MCMC, SVI 7 comibutors 8
PEVITLO”
e is computationally faster . L
e suitable for large datasets ® ®  oithupages s
Languages
g i q(m) P(m|d) relcase V1.0.12 | pypi v1.0.12 | buid [passing | docs [passing ‘ ”
o Disclaimer
o | This project
o~
« is stable and being incubated for long-term support. It may contain new experimental code, for which APIs are
v | subject to change.
.= « requires PyStan as a system dependency. PyStan is licensed under GPLv3, which is a free, copyleft license for
o software.
; Orbit: A Python Package for Bayesian Forecasting
Q]
o | i
o
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https://pyro.ai/examples/svi_part_i.html
http://pyro.ai/
https://pyro.ai/examples/svi_part_i.html
https://github.com/uber/orbit

Conclusion

Traditional Marketing Mix Models struggle with endogenous variables, multicollinearity and
correlation vs. causality challenge. Bayesian Time-Varying Coefficient (BTVC) model solves these
problems by infroducing a natural way to integrate experimentation results through Bayesian
framework and time-varying coefficients. Unlike typical Kalman Filter models, BTVC provides
flexibility for user to customize likelihood functions and priors. Besides, both simulation and real
case studies show BTVC has better performance in estimating regression coefficients (compared
to BSTS and tvReg) and forecast accuracy (compared to SARIMA and Prophet). The methodology
is open-sourced under the python package Orbit using stochastic variational inference in Pyro to

perform posteriors sampling.
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Q&A

We are hiring!

Feel free to contact for any
questions or comments

edwinng@uber.com

zhishiw@uber.com

athena.dai@uber.com
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