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Federated Learning and Click Through Rate (CTR) Prediction

CTR Prediction in Ads Delivery
• Input: features of an ad impression

• User features: profile and behavior history;
• Ad features: id, creatives, taxonomy
• Context features: time, location

• Output: probability of click

Model
• Embedding
• Explicit Interactions
• Fully-connected layers
• Biases for calibrations
• Example： Deep & Cross Network (DCN)

Federated Learning



Communication round 𝑡
• Local optimization 

• Local model update aggregator

• Server optimizer

FL Framework



Examples 



Learning to aggregate local model updates

-- function to compute the client weights

-- partition of the weight indices

• Motivation
• Weighting of the client updates and client heterogeneity
• Server learning rate tuning
• Parameter-wise aggregation

• Aggregation strategy
• Aware of client heterogeneity
• Adaptive
• Parameter-wise

• Learnable aggregation model 



• (meta) loss function

• gradient computation



Experiments

• Base model: DCN-v2
• Fed-Adagrad as the server optimizer



Selection of client attributes

1. Number of samples
2. Local loss values
3. Gradient norm
4. Ratio of loss value reduction after local SGD
5. Positive example ratio
6. Number of unique features in local datasets

ml-1m Amazon-CD



Different fraction of clients



Ablation study

Robust to learning rate



Conclusion

• For federated CTR prediction, we propose a method to learn to aggregate local model updates
• Aware of client heterogeneity
• Adaptive in the training process
• Parameter-wise

• Outperforms the SOTA algorithms


