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Motivation

Hashing-based recommender systems

• Reduce the memory requirement 

• Accelerate the recommendation speed

Binary Hashing

• Hard threshold: sign function • Soft threshold: scaled tanh function

Easy, can not backpropagate Approximate, can backpropagate
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Contributions

• Explore a new hashing-based RS design, Compact Cross-Similarity Recommender (CCSR), 
which is inspired by cross-modal retrieval literature.

• Demonstrate that Maximum a Posteriori (MAP)-based similarity loss works well in the top-k 
recommendation task. 

• Analyze recommendation performance with different binarization methods. We show the simple 
𝑠𝑖𝑔𝑛 function still performs well compared to other more complicated methods.
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Related work

Hashing-based recommender system:

• Feature extraction: Matrix Factorization, Auto Encoders, Neural Networks 
• User-item interaction: Dot product(rating reconstruction), Cross Entropy (CE)
• Binarization: Sign, Linear Programming Relaxation (LPR), Straight-through-estimator (STE)
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CCSR

Feature Extraction
We use Auto encoders 
User-item interaction and similarity
We use dot product between user and item to model user-item interaction/similarity
We use Maximum a Posteriori (MAP) estimation.

Additional loss: Balance loss: to balance the number of +1 and −1 in the binary code

Optimization: we minimize the all losses 



6

Model Training

User input

Hidden Layer: 128-dim

Bottleneck: D-dim

Hidden Layer : 128-dim

Estimated 
User input

Item input

Hidden Layer: 128-dim

Bottleneck: D-dim

Hidden Layer : 128-dim

Estimated 
Item input

e.g. target user’s ratings on all items e.g. all user’s rating on target item

AE
Loss

MAP
Loss

Balan
ce
Loss
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Model Inference

User input

Hidden Layer: 128-dim

Bottleneck: D-dim

Hidden Layer : 128-dim

Estimated 
User input

Binary code

Item input

Hidden Layer: 128-dim

Bottleneck: D-dim

Hidden Layer : 128-dim

Estimated 
Item input

Binary code

e.g. target user’s ratings on all items e.g. all user’s rating on target item

Hamming
distance
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Experiments

Datasets

Baselines

Random
Top

CF-S (Matrix Factorization CF) 
CFcodeReg
AECF (AutoEncoder CF)

DJSRH

Rule-based

MF-based

CR-based

Binarization

• Sign

• Scaled tanh 

• Sign scaled tanh--
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CCSR v.s. MF-based Hashing Recommenders

NDCG@k

MovieLens

Ichiba

In MovieLens and Ichiba, CCSR performed best. In Amazon, CCSR performed second best.
=> CR-based CCSR worked better than MF-based Hashing recommenders in most cases

Amazon
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Similarity loss v.s. Rating reconstruction loss

CCSR is helpful for users who rated less items and with 
higher rating variances.

To compare similarity (MAP) loss and rating reconstruction (MF) loss, we used continuous features for 
recommendation without binarization in MovieLens1M.

Two test user groups: one group obtained better results in NDCG@10 with CCSR-C, and the second group 
with the better results with AECF-C.

Reason: (1) AECF benefits from more ratings as it tries to reconstruct original ratings to learn the 
representations. (2) with higher rating variance, similarity-based models learn better representations 
using similar and dissimilar pairs.
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Different Binarization Methods 

Performance drops when we switch from Scaled tanh to Sign scaled tanh.

NDCG@k of different models on Amazon

Scaled 𝑡𝑎𝑛ℎ

Sign ST

Limitation of SST

Here we have three continuous value features a, b, and c.
In ST models, continuous features are close to +1 and -1, and a is 
more similar to b than to c. 
But b and c are equally similar to a after converted to binary codes 
using SST. 
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Take-away

• We found similarity-loss performs well on hashing-based top-k recommendation task
• Even though differentiable scaled 𝑡𝑎𝑛ℎ is popular in recent discrete feature learning literature, a performance 

drop occurred when scaled 𝑡𝑎𝑛ℎ outputs are forced to be binary.
• CCSR is helpful for users who rated less items and with higher rating variances
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Thank you!


