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ABSTRACT
Dividing ads ranking system into retrieval, early, and final stages
is a common practice in large scale ads recommendation to balance
the efficiency and accuracy. The early stage ranking often uses
efficient models to generate candidates out of a set of retrieved ads.
The candidates are then fed into a more computationally intensive
but accurate final stage ranking system to produce the final ads
recommendation. As the early and final stage ranking use different
features and model architectures because of system constraints, a
serious ranking consistency issue arises where the early stage has
a low ads recall, i.e., top ads in the final stage are ranked low in
the early stage. In order to pass better ads from the early to the
final stage ranking, we propose a multi-task learning framework
for early stage ranking to capture multiple final stage ranking
components (i.e. ads clicks and ads quality events) and their task
relations. With our multi-task learning framework, we can not
only achieve serving cost saving from the model consolidation,
but also improve the ads recall and ranking consistency. In the
online A/B testing, our framework achieves significantly higher
click-through rate (CTR), conversion rate (CVR), total value and
better ads-quality (e.g. reduced ads cross-out rate) in a large scale
industrial ads ranking system.
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1 INTRODUCTION
The goal of the ads ranking system is to select the optimal ads to dis-
play to users. Due to latency constraints, it is impractical to predict

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.
AdKDD ’23, August 07–09, 2023, Long Beach, CA
© 2023 Association for Computing Machinery.
ACM ISBN 978-x-xxxx-xxxx-x/YY/MM. . . $15.00
https://doi.org/XXXXXXX.XXXXXXX

Figure 1: Multi-stage Ranking System Overview

ranking score for each ad out of large-scale candidates. Therefore, a
multi-stage ranking process is widely adopted, which uses progres-
sively more complex models to narrow down the number of ads
[4, 5, 16]. Common multi-stage ranking systems consist of retrieval,
early stage ranking, and final stage ranking, as shown in figure 4.
While retrieval is often rule-based, both early stage and final stage
ranking use ranking score predicted by machine learning models.

After we obtain the final stage ads ranking score, the system will
run an ads auction to decide the winning set of ads to show to the
user. To ensure that the winning ad maximizes value for both user
and businesses, we use total value [1] to rank the ads in auction. The
total value is a combination of three major factors: 1) The bid placed
by an advertiser for that ad. 2) Estimated action rates representing
the probability of the desired outcome (e.g. click, conversion) after
showing the ad to a user. 3) Ads quality [2] capturing the feedback
from user on their ads experience. In general, it is determined by
ads quality models, which predict scores of multiple quality events
(e.g. crossing out ads, hiding ads). Our framework mainly focuses
on learning estimated action rates (i.e. ads CTR) and ads quality.

Despite the multi-stage ads ranking system being a common
practice, it has the fundamental problem of multi-stage inconsis-
tency: the early stage ranking system fails to pass good ads to the
final stage ranking system [6]. In other words, the low recall of the
early stage ranking system can significantly harm the end-to-end
ads ranking system. Specifically, we need to resolve the following
three challenges in designing effective multi-stage ranking system:

(1) Performance gap between early and final stage Due to
the restricted model capacity and the smaller feature set, the
performance of early stage ads ranking is inferior to that of
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the final stage ranking. Consequently, when provided with
the same candidates, the top ranked ads produced by the
final stage ranking and early stage stages can vary a lot.

(2) Total value definition inconsistency Ideally, we should
setup same ranking objectives in the early stage as the final
stage, in order to share the same ads total value definition.
However, maintaining same types of ads quality models in
early stage is difficult considering the heavy engineering
work on multiple models and the increased serving cost.
To save resource and rank more ads, we only enable major
ads quality models in early stage, which causes the ranking
consistency issue between the early and final stage ranking.

(3) Selection bias Conventional early stage ads ranking models
are trained on ads with user impression, as well as logged
user click or conversion. However, the early stage ads rank-
ing model needs to infer over whole early stage ads candi-
dates, most of which are non-impression ads. Due to the
skewed observed label, the selection bias occur with the dis-
tribution mismatch between test and training set [3, 6, 13].

In order to address those issues, we propose a multi-task learning
framework for early stage ranking to learn the relevant informa-
tion of ads total value in final stage ranking. Due to the latency
constraint, we cannot learn all components of ads total value in
one light-weighted early stage ranking model. Instead, we focus on
joint learning of ads CTR and ads quality events. There are three
major benefits for our framework:

• Ranking consistency improvement In order to solve to-
tal value definition inconsistency issue on ads quality, we
present a new objective for early stage ads quality, called
consolidated quality score (CQS). Instead of replicating every
final stage ads quality event model in early stage, the CQS
consolidates all final stage ads quality objectives together
to be a single objective. We derive the CQS task label from
the final stage total quality scores. In addition, we add a dis-
tillation task from the final stage CTR model. Both of tasks
significantly improve the ads recall for early stage ranking.

• Resource saving by model consolidation In ads auction,
the CTRmodel’s prediction is essential to estimate the action
rates for various post-click conversions, while ads quality
models are necessary for determining the quality score of
each ad. Consequently, the primary serving costs stem from
the ads CTR model and quality models, due to their large
serving traffic. With the multi-task learning for CTR and
ads quality events, we can reduce serving costs with shared
model architectures and features.

• Mitigation of selection biasWe leverage the data augmen-
tation to mitigate the selection bias of early stage model. We
logged more final stage non-impression data in the training
data as the augmented data. When computing the CTR loss,
instead of treat them as negative samples, we use the final
stage CTR prediction as the pseudo-label. For CQS task, the
augmented data also has its label as each non-impression
ads in final stage still participate in ads auction.

In order to better understand the impact of jointly learning CTR
and ads quality, we also build a offline recall simulation framework.
In the current multi-stage ranking system, the final stage has more

accurate prediction for higher precision, whereas the early stage
need to optimize for recall. The results show that our framework
can improve simulated soft recall for early stage ranking. In the
online experiment, we also observe the reduction of total value
divergence between early stage and final stage, which implies better
ranking consistency. We also conduct ablation study for each key
component in our multi-task learning framework. In the online
A/B testing, our framework achieves better ads quality, CTR and
CVR, compared with the separate serving baseline.

2 RELATEDWORK
Early stage ads ranking, also known as the pre-ranking stage, has
great potential to improve overall ranking performance as they
decide candidates for final stage ads ranking. Most of the prior
work discussed how to improve the effectiveness while maintain
efficiency for early stage ads ranking [5, 12, 15]. Recent work [6] no-
ticed the ranking consistency issue between stages. They introduced
a metric, similar to recall, to measure ranking consistency. Also,
they conducted experiments for different final stage distillation
techniques to improve early stage ranking consistency. However,
they only considered improving dedicated ranking models cross
stages (e.g. CTR model), but overlooked the interactions between
multi-objectives in complex ads ranking system, such as ads qual-
ity. Such interaction can be captured through multi-task learning
framework.

Multi-task learning is widely used in recommendation system
[10, 18, 21]. However, prior work mainly focused on complex multi-
task learning architectures (e.g. MMoE [10]) to model task rela-
tionships. Although those techniques have achieved promising
improvements on all tasks, they are difficult to apply in early stage
ranking due to model capacity constraint. Recently, a online multi-
task framework for CTR and two ads quality models is presented
in [11]. They built a framework which achieved both CTR lift and
better ads quality. This framework can not be generalized to differ-
ent ads ranking ranking systems, which have different ads quality
events in the final stage ads ranking. Also, their framework is
too complex to use in early stage ranking. Therefore, we still lack
simple and efficient work for early stage ranking system to apply
multi-task learning. To the best of our knowledge, our work is the
first paper discussing the practice for multi-task learning on early
stage ranking, from the perspective of ranking consistency and ads
CTR-quality joint optimization.

3 METHODS
In this section, we discuss the key components for our framework:
model architecture, model training, and evaluation metrics.

3.1 Model Architecture
Instead training separate early stage CTR and quality models, we
propose a multi-task learning framework to train a single model
on those objectives, as shown in Figure 2. We utilize DLRM[14]
framework to build a two-tower model with the user tower and
the ad tower. After we obtain the output hidden embeddings from
the shared model architecture, we pass them into dedicated task
module to learn three tasks. Compared with the original CTRmodel,
we add two additional tasks:
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Figure 2: The overview of our multi-task learning framework for early stage ads ranking. We consolidate the ads CTR model
and all ads quality models into one multi-task learning model with shared model architecture and features. The CQS denotes
for consolidated quality score.

3.1.1 ConsolidatedQuality Score (CQS). Learning all quality events
in a single model can be challenging. First, the data collection pro-
cess of different quality events varies significantly, which makes it
difficult to log all quality events in one data pipeline. For instance,
there could be quality events derived from survey-based assess-
ments, whose logging infra that is different from the one used for
logging the CTR training data. Moreover, it is challenging for a
single model to fulfill the model capacity constraint for efficient
inference, while still predicting multiple tasks for quality events.
To address these issues, we propose Consolidated Quality Score
(CQS) to consolidate all quality events in early stage ranking. We
define the CQS in Equation 2, as the input of the mapping function
𝑓 to compute the 𝐴𝑑𝑄𝑢𝑎𝑙𝑖𝑡𝑦, which denotes the final ads quality
score of an ad. The 𝑝𝑄𝑢𝑎𝑙𝑖𝑡𝑦𝐸𝑣𝑒𝑛𝑡𝑖 indicates the model prediction
of the quality event 𝑖 . The 𝑠𝑐𝑎𝑙𝑎𝑟𝑖 is the associated multiplier, so as
to control the quality event’s power in the ads auction. The CQS
can be easily logged into training data during the ads auction.

𝐴𝑑𝑄𝑢𝑎𝑙𝑖𝑡𝑦 = 𝑓 (𝐶𝑄𝑆) (1)

𝐶𝑄𝑆 =

𝑁∑︁
𝑖=1

𝑠𝑐𝑎𝑙𝑎𝑟𝑖 ∗ 𝑝𝑄𝑢𝑎𝑙𝑖𝑡𝑦𝐸𝑣𝑒𝑛𝑡𝑖 (2)

With the final stage CQS as the label, we not only unblock the
quality data logging, but also solve the total value definition in-
consistency issue in early stage ranking. Also, the early stage CQS
can adapt to final stage quality event changes automatically in a
flexible manner and maintain stable multi-stage status. We utilize
mean square error as the loss function:

𝐿𝑐𝑞𝑠 =
1
𝑛

𝑛∑︁
𝑖=1

(𝐶𝑄𝑆𝑖 − 𝑦𝑐𝑞𝑠 )2, (3)

where the 𝐶𝑄𝑆𝑖 is the final stage consolidated quality score, and
𝑦𝑐𝑞𝑠 is the early stage ranking predicted value. 𝑛 is the number of
samples.

3.1.2 CTR Cross-stage Distillation. In addition to the CTR task and
CQS task, we also add one more task for teacher distillation. This

task is not used for serving. There are two benefits for using final
stage pCTR as the teacher model to distill early stage CTR model.
First, distilling knowledge from a teacher model to a student model
is a common approach to improve student model’s performance
without additional capacity cost [8]. The final stage CTR model is
much more complex compared to early stage CTR model, rendering
it a reasonable choice to be a teacher model. Second, using the
final stage CTR model as the distillation teacher can improve the
ranking consistency since the early stage learns the final stage
prediction information directly. Although this task can improve
ranking consistency, we cannot use this task to replace the original
CTR task during serving, because the model cannot learn good
calibration without ground-truth click label. The distillation logistic
regression Loss is employed in our teacher task.

𝐿𝑡𝑒𝑎𝑐ℎ𝑒𝑟 = −[𝑒𝐶𝑇𝑅 ∗ log(𝑦𝑐𝑡𝑟 ) + (1 − 𝑒𝐶𝑇𝑅) ∗ log(1 − 𝑦𝑐𝑡𝑟 )], (4)
where 𝑒𝐶𝑇𝑅 is the final stage CTR prediction (between 0 to 1) and
𝑦𝑐𝑡𝑟 is the CTR task head prediction in our multi-task learning
framework. The loss function measures the dissimilarity between
the early stage CTR prediction and final stage CTR prediction,
which helps improve consistency.

3.2 Model Training
3.2.1 Consolidated Data Pipeline. The serving traffic of CTRmodel
is the subset of that of qualitymodels. For instance, for post-impression
conversion types, they do not need the CTR action to complete
the conversion, but they still need quality score to rank. Therefore,
compared with original CTR pipeline, we add remaining serving
traffic for CQS task in the consolidated pipeline. During model
training, the CTR task will only be trained on its serving traffic to
avoid unused feedback loop.

3.2.2 Data Augmentation with Pseudo-label. In order to mitigate
selection bias, we enrich the data with non-impression ads. We
randomly subsample the early stage non-impression ads as the
augmented data. We treat the final stage CTR prediction as the
pseudo-label for those non-impression data, in order to further
improve the ranking consistency. During the online training, we
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have developed data augmentation framework to logging specific
model’s prediction in the non-impression data.

3.2.3 Balance Learning for Different Tasks. During offline experi-
ments, we find adding CQS task leads to negative transfer for CTR
task. This is expected since the correlation between CTR and qual-
ity score ads is low and ads quality is designed for relevance and
integrity. Considering CTR is an important optimized ad event, we
tune the weight of the CQS task in the loss to reduce the negative
impact of the CTR task. In the final settings of our framework,
we adjust the loss weight of CQS to be 1.5, which has the neutral
impact on NE of the CTR task. In addition, adding the CTR teacher
task can boost the CTR performance significantly. We tune the task
weight of CTR teacher to be 2, in order to achieve best performance
for CTR.

3.3 Evaluation of Early Stage Ads Ranking
There are several common offline evaluationmetrics for ads ranking
models, such as Area-Under-ROC (AUC) [12, 22] and normalized
entropy (NE) loss [7]. However, as early stage ranking models aim
to improve recall instead of precision, the improvements on user
impression datamay not generalize to early stage ads, most of which
are non-impression data. Furthermore, those offline evaluation
metrics only take the individual model’s performance into account,
but overlook the combined effect of multiple ranking objectives.

Calculating the accurate recall is impractical considering the
large-scale ads candidates in early stage. In order to have a better
measurement on recall, we leverage the offline simulated recall for
multi-objective early stage ranking system.We replay a small traffic
with full ad requests in a simulator, a separate ranking flow but
copies all components from production flow. Since the simulator
will not serve any production traffic, we can relax the timeouts
between stages, to ensure that all ads from retrieval stages are
ranked. As is shown in Figure 3, after obtaining 𝑁 ads candidates
from the retrieval stage, we will pass all ads in a ads request to
the simulator and log top 𝐾 ads in the replay log. Those top 𝐾 ads
will be marked as positive samples and rest of ads in the same ads
request will mark as negative samples.We guarantee the production
flow and replay flow has the same amount of final ads candidates
to reproduce the production flow. After we have the replay log, we
can utilize recall metrics to measure model’s offline performance,
with top 𝐾 candidates in replay logs as the golden set. There are
two types of recall metrics:

Figure 3: The recall simulator workflow

• Hard recall counts of intersection between top𝐾 ads picked
by the model and golden set divided by 𝐾 at the ad request
level. This is the widely-accepted definition of recall. The

recent work [6] used this as the metrics for ranking consis-
tency.

• Soft recall is the sum of final stage ads total value of top 𝐾
ads picked by the model divided by sum of total value of the
golden set. The hard recall indicates the agreement in terms
of ad candidacy, while the soft recall also takes the values of
the ads into account.

We choose soft recall as the major offline metric for ranking
consistency because it is more reasonable for measuring the value
of early stage ads. Also, we observe the variance of soft recall among
different ad requests is much smaller than hard recall.

4 EXPERIMENTS
In this section, we conduct both offline experiments and online
A/B testing to justify the benefit of our framework. In order to
understand each technique better, we first built a simple dedicated
CQS model to verify the benefit of consolidating all early stage
quality models. Then we further iterate on the production CTR
model with our proposed multi-task learning framework. For of-
fline metrics, we compare the recall metric for overall multi-task
predictions. Compared with other offline metrics, we find the recall
metric is more effective to reflect early stage ranking model’s online
performance, such as impression based total value, CTR, CVR and
total value divergence (TVD). The impression based total value is
a metric to measure the potential business value of ads after user
impression, as we run ads auction depends on the total value of ads.
The TVD is computed by the following equation on final stage ads
candidates, as an online metric for ranking consistency:

𝑇𝑉𝐷 =

∑ |𝑇𝑜𝑡𝑎𝑙𝑉𝑎𝑙𝑢𝑒𝑓 𝑖𝑛𝑎𝑙 −𝑇𝑜𝑡𝑎𝑙𝑉𝑎𝑙𝑢𝑒𝑒𝑎𝑟𝑙𝑦 |∑ |𝑇𝑜𝑡𝑎𝑙𝑉𝑎𝑙𝑢𝑒𝑓 𝑖𝑛𝑎𝑙 |
(5)

For ads quality metrics, we select two quality metrics:
• Ads cross-out (Xout) happens when a user clicks "×" and
selects "I don’t want to see this" at the top-right of an ad.
We use the ads cross-out rate to measure this quality event,
where the lower ads cross-out rate implies better ads quality.

• Ads Survey for Quality (ASQ) is a survey-assessment
based metrics for ads quality related signals. It estimates
the user rating for ads, where higher is better.

4.1 Consolidate Early Stage Ads Quality Models
To address the total value definition inconsistency issue between the
early and final stages, we study a simple CQS model to consolidate
all early stage ads quality models. The offline soft recall shows
significant improvement compared with using separate early stage
ads quality models. For online metrics, we observe better quality
of ads with lower ads cross-out rate and higher ASQ score. In
addition, the total value divergence between early and final stage
significantly decreases with the increased impression based total
value. Although the CQS model does not affect any CTR or CVR
model, the CTR and CVR also increase, which implies the business
power of ads quality models. The better ads quality can bring long
term value for ads ranking performance, with better ads experience
for users. Another benefit for CQS is to save serving CPU cost
significantly as we consolidate multiple simple early stage quality
models together.
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Recall (+) +3.2%
Xout rate (-) -1.8%
ASQ (+) +0.02
TVD (-) -7.9%
CTR (+) +1.7%
CVR (+) +2.0%
Total Value (+) +1.0%
total CPU (-) -0.7%

Table 1: The CQS model’s relative performance compared
with production early stage quality models. The token (+)

means better performance with higher values, and (-) means
better performance with lower values.

4.2 Multi-task Learning of CQS and CTR
Given the baseline CQS model, we further iterate the CTR model
on multi-task framework we proposed. Compared with the pro-
duction CTR model, we refresh the features add top 50 important
CQS features from the CQS model feature importance rank. With
more CQS top features, our multi-task learning framework can
have neutral MSE performance compared with the baseline CQS
model. In table2, the multi-learning framework achieves better soft
recall than production CTR and baseline CQS models. The online
experiment also shows better ads quality and CTR, as well as higher
CVR and impression based total value. The total value divergence
is further reduced as we add final stage teacher distillation task in
our framework. Since we add more features and two more tasks to
the original CTR model, the total CPU is slightly smaller than that
of separate CTR and CQS models.

Recall (+) +12.2%
Xout rate (-) -3.5%
ASQ (+) +0.005
TVD (-) -5.7%
CTR (+) +0.4%
CVR (+) +0.8%
Total Value (+) +3.0%
total CPU (-) -0.06%

Table 2: The multi-task learning framework’s relative perfor-
mance compared with individual CQSmodel and CTRmodel.
The token (+) means better performance with higher values,
and (-) means better performance with lower values.

4.3 Ablation Study
We also set up several comparable models for the ablation study
in Table 3, in order to exclude the impact of different feature sets
compared with production models. We build four baseline models:
1) Dedicated CTR model by removing CQS tasks from our multi-
task learning framework. 2) Dedicated CQS model with both CTR
and teacher tasks removed. 3) Our multi-task learning framework
without teacher task 4) Our multi-task learning framework trained
on impression ads only. According to Figure 3, building dedicated
CTR and dedicated CQS models can achieve NE or MSE gain over

our framework, which implies negative transfer [20] issue in multi-
task learning. Without teacher task, the CTR task performance
regresses a lot, while the MSE becomes better. The teacher task
is essential to help close the performance gap between final stage
ranking and early stage ranking.

NE diff (-) MSE diff (-) Recall (+)
Dedicated CTR + CQS -0.04% -0.6% -0.6%
MT w/o Teacher task +0.3% -0.5% -1.6%
MT w/o Augmented data - - -11.9%

Table 3: The relative model performance compared with our
framework. The MT denotes for our multi-task learning
framework. For the model w/o augmented data, the NE and
MSE loss are not comparable due to the training data change.

During the online experiments, the version with dedicated CTR
and CQS models shows significant increase on Xout rate and drop
for ASQ, although the dedicated CQS model has better MSE per-
formance than our proposed framework. For ads CTR, although
the dedicated CTR model can improve the ads CTR with better of-
fline NE performance, the CVR and impression based total value is
slightly worse. The higher CTR but lower CVR implies that the ad is
very eye-catching, but the user clicking on the ad may not the right
demographic for which the ad targets. The poor ads quality can
be the explanation of the lower CVR, as the ads quality reflect the
user experience on ads. Such results manifest that the single offline
metric for a individual ranking model may not be reliable to reflect
online performance. The soft recall metric can mitigate this issue
which takes multi-objectives into consideration. The larger total
value divergence also reflects ranking consistency issue, where the
total value between early stage and final stage has large distribution
gap. The multi-task learning between CTR and CQS can force the
model to learn the coexistence of estimated action rate and ads
quality, and improve the total value divergence.

Without the teacher distillation task, the MSE loss for CQS be-
comes better but the online quality metrics turn out to be worse
than our multi-task framework. The online CTR reduces after re-
moving the teacher task, and the total value divergence becomes
worse. The impression based total value has regression, which is
expected with worse CTR and ads quality.

The augmented data shows great potential in improving early
stage ranking performance. After filtering out the augmented data,
the offline simulated recall is worst among all baselines. The model
also suffers from impression based total value regression, CVR
drop and CTR drop, as well as worse ads quality. The augmented
data plays a critical role to improve ads recall with selection bias
mitigated.

Based on these results, we can draw the following conclusions:
• Each component in our multi-task learning framework is es-
sential to improve the performance of early stage ads ranking
model. The CQS task solves the issue of total value defini-
tion inconsistency between early and final stage. The teacher
task helps close the performance gap of CTR and improve
the ranking consistency. The augmented data mitigates the
selection bias with better ads recall.
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Xout rate (-) ASQ (+)
Dedicated CTR + CQS +7.0% -0.015
MT w/o Teacher task -0.1% -0.002
MT w/o Augmented data +2.8% -0.002

Table 4: The relative model online ads quality change com-
pared with our proposed multi-task learning framework.

• Ads recall and ranking consistency are important for early
stage ads ranking. If we only focus on the individual objective
of each ads ranking model and optimize for precision, the
online overall performance may not improve due to the poor
ranking consistency and low ads recall.
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Figure 4: The relative model online performance compared
with our proposed multi-task learning framework.

5 CONCLUSION AND FUTUREWORK
We propose a novel multi-task learning framework to improve early
stage ads ranking performance. This framework can be generalized
to other user cases since the CQS can be applied to any ads ranking
system with the ads quality component. We also design the offline
recall evaluation metric for the multi-task learning framework in
early stage ranking, which has been verified to reflect the model
online performance in an industrial ads ranking system.

For future work, we plan to improve the stability of the CQS task.
As MSE loss is prone to outliers, we will conduct more experiments
for robust regression loss. Also, more techniques [19, 20] can be
explored to avoid negative transfer between the CQS and CTR tasks.
In addition, we manually tune the weights for different tasks in
the current framework. This can be improved with learnable loss
weight techniques [9, 17], which can adjust weight automatically
for multiple tasks.
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