
Supercharging Jobs Marketplace: 
Optimizing Hiring Outcomes, Unified Jobs 
Marketplace, Big Auctions and Beyond

Liangjie Hong, LinkedIn

AdsKDD Workshop@KDD 2024

August 25, 2024



Liangjie Hong



Agenda
1 Optimizing Hiring Outcomes – (2020-2022)

2 Unified Jobs Marketplace – (2022-2023/24)

3 Big Auction and Beyond – (2023/24 – Today)



Agenda
1 Optimizing Hiring Outcomes – (2020-2022)

2 Unified Jobs Marketplace – (2022-2023/24)

3 Big Auction and Beyond – (2023/24 – Today)



Online Jobs Marketplace: Job Market and Economy



Online Jobs Marketplace: The Global Trend

The Global Digital Talent Acquisition Market was estimated at USD 30.01 billion in 2023, USD 32.81 billion in 2024, and is expected to grow at a 9.47% to reach USD 56.57 billion by 2030.



Online Jobs Marketplace: Overall Ecosystem



Online Jobs Marketplace: Overall Ecosystem



Every second on LinkedIn…

100
Job Applications

submitted by LinkedIn 
members

21
InMails Sent

with job opportunities

0.1
Hires

on LinkedIn



Search for jobs Job recommendations Search for candidates

Job alerts

Candidate 
recommendations

Job seekers Hirers



Path to a Confirmed Hire

Job Seeker

Hirer

One-Way 
Interest

Two-Way 
Interest

Confirmed 
Hire

Job Application

InMail Send InMail Accept

Interaction by Job 
Poster 

Job Seeker Updates 
LinkedIn Profile



Confirmed Hires as 
an optimization 
objective

Challenges (vs interest 
signals)

• Delayed by months

• Sparse

• Partially observable



Applications vs 
Hiring Outcomes

• Constraint: Each 
member can be hired 
into one job
 

• Result: Applications and 
hiring outcomes have a 
very different 
distribution

Source: https://nypost.com/2017/07/26/royal-family-posts-job-ad-on-linkedin-gets-1000-
applications/

https://nypost.com/2017/07/26/royal-family-posts-job-ad-on-linkedin-gets-1000-applications/
https://nypost.com/2017/07/26/royal-family-posts-job-ad-on-linkedin-gets-1000-applications/


Solution: Use a surrogate metric for Confirmed Hires
Predicted Confirmed Hires (PCH)

Duan et al., Online Experimentation with Surrogate Metrics: Guidelines and a Case Study, WSDM 2021



Solution: Use a surrogate metric for Confirmed Hires
Predicted Confirmed Hires (PCH)

Finding a proper surrogate metric:
• High predictive power on the true north
• Focusing on metrics we can change and measure in the short term
• Customization for different treatment features
• Interpretability
• Management over head.

Also needs to satisfy Statistical Validity Requirement

Duan et al., Online Experimentation with Surrogate Metrics: Guidelines and a Case Study, WSDM 2021
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Can’t we rank 
jobs by PCH?
In Job Search, for example



Can’t we rank 
jobs by PCH?
In Job Search, for example

Not directly, because 
the PCH model has 
access to information 
not available at ranking 
time (a.k.a., “privileged 
information”)



Optimizing rankings for hiring 
outcomes (I)

• Ranking models are DNNs built with a 
custom framework based on TensorFlow 
ranking 

• Trained to optimize listwise Learning-to-
Rank objectives where applicable

• Replaced: GLMM (GLMix) + GBDT 
(XGBoost)

Pasumarthi et al. TF-Ranking: Scalable TensorFlow 
Library for Learning-to-Rank. KDD 2019.

https://ai.google/research/pubs/pub48160


Optimizing rankings for hiring outcomes (II)
Using PCH as an optimization objective

c.f. Lopez-Paz et al., Unifying Distillation and Privileged Information, ICLR 2016

PCH model

Member-job interaction

Post-application features

Prediction

DNN ranking model

Impression-time features

Teacher

Student
Ranking objective



Product specific DNNs

Features

Product specific

Shared across 
products

Optimizing rankings for hiring outcomes (III): MTL



Member profile

Job embedding

Shared job DNN

Job posting

Shared member DNN

Member embedding

Product specific DNNs

Online features

Product specific

Shared across 
products

Optimizing rankings for hiring outcomes (III): MTL





Economic Graph Entities

Pensieve 1



https://engineering.linkedin.com/blog/2020/pensieve

Pensieve 2



Pensieve 3

LinkedIn Text Context
LiBERT

LiBERT

Guo et al. “DeText: A Deep Text Ranking 
Framework with BERT.” CIKM 2020.

Language Model Pre-Training

Fine-Tuning LiBERT

Member profile text Job posting text



Member profile

Job embedding

Shared job DNN

Job posting Member activity on job postings

Activity embedding

Shared member DNN

Member embedding

…

Job embeddings

Product specific DNNs

Online features

Member activities

Product specific

Shared across 
products

Shared activity DNN

Optimizing rankings for hiring outcomes (III): MTL



Job-Seeker Activity Embeddings

https://engineering.linkedin.com/blog/2022/improving-job-matching-with-machine-learned-activity-features-



Member profile

Job embedding

Shared job DNN

Job posting Member activity on job postings

Activity embedding

Shared member DNN

Member embedding

…

Job embeddings

Product specific DNNs

Online features

Member activities

Product specific

Shared across 
products

Shared activity DNN

Optimizing rankings for hiring outcomes (III): MTL



Agenda
1 Optimizing Hiring Outcomes – (2020-2022)

2 Unified Jobs Marketplace – (2022-2023/24)

3 Big Auction and Beyond – (2023/24 – Today)



Paid Job

Paid Job

Free job

Free job

Promoted Ranking

Paid job 2

Paid job 3

Paid job 1

Organic Ranking

Job 3

Job 2

Job 1

Job 4

Blending

Paid job 1

Job 1

Paid job 2

Job 2

Paid job 3

Job 3

Job 4

Paid Jobs (2.8M)

Free Jobs (14M)

Paid Job

Auction

Paid job 1

Paid job 2

Paid job 3

Targeting

Free job

Free job

Before UJM
Simplified

Real
Budget



Unified Jobs Marketplace – Why?

• There is a need to provide explicit control over of Poster Value, Seeker Value, 
and LinkedIn Value (revenue) that the marketplace delivers.

• System should have explicit levers to control these three types of value, and 
these levers should work across the entire product surfaces, including search, 
recommendations, and notification channels.

• The new system should simplify the relevance stack and allow engineers to 
fast iterate solutions to better manage and deliver value in the jobs marketplace 
across all product surfaces.



Unified Jobs Marketplace

• UJM “Unified Jobs Marketplace” is a means to control value and to deliver value 
across both paid/free jobs in the marketplace via a unified currency.

• All jobs - free and paid - will participate in the same relevance pipeline 
(candidate sourcing & federation, auction, and presentation). Free jobs will 
participate in the auction alongside paid jobs with a “shadow budget” and 
“spend” to receive engagement.  We will stop actively distributing jobs once 
they run out of “shadow budget”.



Paid Job

Paid Job
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UJM Component - Unified Selector Platform 

• Federation Policy
Provide the hybrid levers 
(automatic or manual) by 
using the 3B Policy 
(Blending, Business, Bake-
off policy) to make trade-offs 
among different values 
based on context differences. 

• Unified L1 Scoring Model
Reduce the number of L1 
ranking modeling pipelines 
from 4 to 1. 

https://docs.google.com/document/u/0/d/16iiVcVZMNyd_Oc9RqzuTO4kXuoEoxVujzD0001NFYqI/edit


UJM Component - Unified Selector Platform 

When launching USP, the unified models show:

• +1.5% in Revenue

• +1.3% Matching

vs. the legacy models across Recommendation and Job Search Organic and 
Promoted channels.



UJM Component - Shadow Budget

• Shadow budget is a tool to allocate seeker traffic for job postings according to marketplace 
objectives such that overall engagement is maximized. This tool works in conjunction with the 
job poster's committed “Real Budget” to form a “Total Budget”.

• Job Marketplace then utilizes the “Total Budget” to determine the amount of exposure 
(impression) and engagement (views, applies) that a job posting would receive throughout its 
lifecycle. Shadow budget is optimized to maximize engagement such that business 
constraints are met. 

Market-level Assignments

Segment-level Allocation



Main Levers for Controlling the Marketplace

• Shadow Budget
Lever for almost all major metrics (engagement, QA, relevance, free value Vs. 
paid value, FJ Vs. OJ) 

• Blending Policy
Balancing the liquidity between paid job and free jobs.



UJM General Access Launch

Launch is a win-win-win for Member, Customer, and LinkedIn value with:
• +1.8% Revenue
• +0.2% Job Sessions,
• +4.0% Paid Job Qualified Applications (paid customer jobs), and +0.5% total 

Qualified Applications
along with wins in engineering infrastructure scaling to auction 8x more jobs and 
experiment velocity.
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Challenges After UJM

• Low Productivity: We have several stages of retrieval, early ranking, and 
early filtering that are manually updated on demand. AI engineers need to 
do more work to develop a new model for one of the several stages, as 
updating one stage may cause break another stage.

• Marketplace Value Generation: The design of these stages does not 
ensure that they are aligned with the true real-time auction, so real-time 
auction value (Clicks, Applies, Bad Matches) is not as good as it could be.

• Slow Bidding: Jobs server is incapable of bidding on RTB requests that 
have an SLA under 300ms.

• Inelastic Auction: Incapable of generating more marketplace value if 
given more time, more computing resources.



• Current jobs marketplace is designed using “small auction” semantics
• Several stages of retrieval and intermediate stages of ranking and filtering 

models gate the entry to the auction
• Business logic & critical responsibilities are coupled across the stages
• Keeping the stages aligned is a fragile, manual process that impedes 

developer productivity
• Lack of alignment between stages limits auction revenue generation
• Lost revenue is not measured in real-time!

UJM: Small Auctions

Poster 
Value 

Selector
EBR

Bad 
Results 
Filters

L1 
Ranking

Rule-based 
Reranker

Small
L2 Auction

Seeker 
Value 

Selector

Federation 
Blending



Introducing Big Auctions

“Big Auctions”  is a means to streamline jobs marketplace value delivery across 
the multiple stages of the jobs marketplace serving and AI matching engine:

• Jobs marketplace behaves as though it is one big auction. Under the hood: 
serving will run two auctions: a fast big auction, and slow final auction.

• Retrieval will be implemented as a fast big auction. Fast big auction is 
automatically aligned with the results of running the slow final auction on 
everything.

• The final auction runs on the winners of the first auction to correct any 
mistakes. Auction is designed so that marketplace value monotonically 
increases as the depth of the auction increases



Small Auction vs Big Auction: Ideal & Unscalable Solution 
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Big Auction: Scalable, but no guaranteed alignment

ABM
Retrieval EBR = L1 L2 Auction

Millions
Eligible 
Docs

Top 1k 
Docs

Hybrid Retrieval Index Service
(One Stage, Within GPU)
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Big Auction: Counterfactual Reasoning

ABM
Retrieval

EBR = L1 
Auction L2 Auction

Millions
Eligible 
Docs

Top 1k 
Docs

Hybrid Retrieval Index Service
(One Stage, Within GPU)

Query 
Results

ABM
Retrieval

Big
L2 Auction

Millions
Eligible 
Docs

Query 
ResultsCounterfactual 

Serving Path
(1% of traffic, high latency, 
doesn’t send results to user)

Actual Serving 
Path
(100% of traffic, low latency, 
sends results to user)

regret



• Auction Counterfactual Regret
Measure of budget-unaware 
revenue lost due to imperfect 
alignment between retrieval & 
multi-stage ranking.

• Track in real-time using 
counterfactual logging

• “Big Auction” system architecture is 
inspired by RL’s fictitious self-play 
and counterfactual regret 
minimization.

Measure Alignment

https://docs.google.com/document/d/1sVtBemA8Tgn-TE0R6Xn8ZrEH-ao2rGv0n0DAgf7S6Ag/edit
https://docs.google.com/document/d/1sVtBemA8Tgn-TE0R6Xn8ZrEH-ao2rGv0n0DAgf7S6Ag/edit
https://docs.google.com/document/d/1sVtBemA8Tgn-TE0R6Xn8ZrEH-ao2rGv0n0DAgf7S6Ag/edit
https://arxiv.org/pdf/1603.01121.pdf
https://proceedings.neurips.cc/paper/2007/file/08d98638c6fcd194a4b1e6992063e944-Paper.pdf
https://proceedings.neurips.cc/paper/2007/file/08d98638c6fcd194a4b1e6992063e944-Paper.pdf


Big Auction: Scalability & Automatic Alignment
• Auction Counterfactual Regret 

Minimization
• L1 Auction is a student of the 

L2 Auction (the teacher)
• Real-time auction regret 

tracks how approximate the 
student is

• The teacher debiases the 
student

• Hourly online learning 
improves debiasing

• Filtered EBR within GPU 
ensures scalability

• Control systems elastically 
allocate serving resources in 
real-time to minimize regret

Counterfactual 
Auction 
Results

Auction Service

ABM
Retrieval

Student:
EBR = L1 
Auction

Teacher:
L2 Auction

Millions
Eligible 
Docs

Top K 
Docs

Teacher:
Counter- 
factual

L2 Auction

Hybrid Retrieval Index Service Auction Service

Query 
Results

Logs

User

PID 
Controller

Pacing Service
regret

https://docs.google.com/document/d/1sVtBemA8Tgn-TE0R6Xn8ZrEH-ao2rGv0n0DAgf7S6Ag/edit
https://docs.google.com/document/d/1sVtBemA8Tgn-TE0R6Xn8ZrEH-ao2rGv0n0DAgf7S6Ag/edit
https://docs.google.com/document/d/1sVtBemA8Tgn-TE0R6Xn8ZrEH-ao2rGv0n0DAgf7S6Ag/edit
https://docs.google.com/document/d/1sVtBemA8Tgn-TE0R6Xn8ZrEH-ao2rGv0n0DAgf7S6Ag/edit
https://docs.google.com/document/d/1sVtBemA8Tgn-TE0R6Xn8ZrEH-ao2rGv0n0DAgf7S6Ag/edit
https://docs.google.com/presentation/d/1JPRP-uXbH_DWWU9CwTexakVnoH0Eh2FdbEzsKuw4VWc/edit
https://docs.google.com/document/d/1sVtBemA8Tgn-TE0R6Xn8ZrEH-ao2rGv0n0DAgf7S6Ag/edit
https://docs.google.com/document/d/1sVtBemA8Tgn-TE0R6Xn8ZrEH-ao2rGv0n0DAgf7S6Ag/edit


Big Auction: Elastic L2 Auction Depth
• EBR Auction selects the top K
• K is dynamically calculated for 

each request
• K = (TMAX - preL2MS) * 

avgL2DocsPerMS
• TMAX = request-level 

parameter setting max allowed 
latency in milliseconds

• preL2MS = latency spent by 
everything before L2 auction

• avgL2DocsPerMS = real-time 
moving average of the number 
of documents that L2 auction 
can process per milliseconds

ABM
Retrieval

Student:
EBR = L1 
Auction

Teacher:
L2 Auction

Millions
Eligible 
Docs

Top K 
Docs

Hybrid Retrieval Index Service Auction Service

Query 
Results

User

Regret decreases as auction depth increases!



Big Auction: Scalability & Alignment
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Unified Job Marketplace Big Auctions

# of Models 9 (ABM=6, EBR=1, L1=1, L2=1) 2 (EBR=1, L2=1)

ABM Used for business constraints & relevance Only used for business constraints; ABM for relevance is 
moved to the L2

EBR Positive labels are seeker engagements; Negative 
labels are pseudo negatives; EBR scores are not 
necessarily calibrated

Labels are soft labels from the unbiased counterfactual big L2 
auction (and supplemented with soft labels from the biased 
actual L2 auction); EBR scores must be calibrated predictions; 
Bid is used during EBR; EBR is an approximation of the 
counterfactual big L2 auction

Selectors Seeker Value Selector; Poster Value Selector Only one “Unified Selector”; EBR is an approximation of the 
L2 auction; Virtual bidding controls the mix of seeker value 
and LinkedIn value

Federation Used for blending candidates from multi-source 
selectors

Not used since there is only one unified selector

L1 Quality model is merged with L1 into a multi-headed 
model

Eliminate L1 stage; Quality model is moved into L2; Improve 
EBR (faster & more accurate top k); Improve L2 (faster so can 
rank deeper)

L2 L2 is not monotonic L2 is monotonic; L2 is the server request-time authority of job 
value; Quality model is moved to L2 (as another head); ABM 
for relevance is moved to the L2

Summary by UJM and BA



Naive EBR Auction → Multi-loss  → JReC → EBR MOO

• Naive EBR Auction
• Naive auction leads to very irrelevant results due to severe 

bid dominance
• L2 is not well calibrated, so we propose to optimize both 

regret and recall
• Multi-loss

• Optimization conflict about multi-loss (-30% recall)
• JReC (Joint Optimization Recall & Calibration)

• Inspired by JRC, we proposed JReC and achieved +10% 
recall but still not good enough

• EBR MOO (Multi-Objective Optimization)
• MOO formula similarly as L2 oCPC and proved to be able 

to optimize two objectives efficiently
• Next step is to add LLM based relevance objective

EBR MOO Model Arch and Scoring Formula

GPU-based Hybrid Retrieval

https://docs.google.com/document/d/11Twg1084dXHuE0njiTjNGNR9yqUVSXeJhbIPLrHVyYM/edit
https://docs.google.com/document/d/10Ik_VYbKUU5_7PfpVOiQnH06du-zEQ1sVweYkybL4zg/edit
https://docs.google.com/document/d/1-5NaC0ycQW7_rbiOopR95UeNraobryxh8xMWD5c8rxE/edit
https://docs.google.com/document/d/1m5_SqWt0kjdU1r_xtz_uz1xGgh4wtsFiVJbOa4rrA8Q/edit
https://arxiv.org/pdf/2208.06164
https://docs.google.com/document/d/1SZJi-cccoojrHb-QGNwovuCxH09gv2QACub1hSYHxX4/edit?tab=t.0
https://docs.google.com/document/d/1SZJi-cccoojrHb-QGNwovuCxH09gv2QACub1hSYHxX4/edit
https://docs.google.com/document/d/1SZJi-cccoojrHb-QGNwovuCxH09gv2QACub1hSYHxX4/edit
https://docs.google.com/document/d/1vM2-7nd0kyqFvtvScge8slII82s8CpxPZerTyC7ZL0s/edit


With recent launch, we achieved around +20% batch-recall@1 lift 

● Feature Engineering
○ Evaluated 80+ features +5.4% batch-recall@1.
○ Further feature engineering + BERT +3.2% batch-

recall@1.
● Data Engineering

○ An artificial counter-factual data pipeline to include non-
impression negative +6.2% knn-recall@1k.

● Model Architecture 
○ EBR MOO
○ Customized KNN (cKNN) goes beyond classic EBR 

two tower model +6.91% batch-recall@1.

cKNN Model Architecture

GPU-based Hybrid Retrieval

https://docs.google.com/document/u/0/d/1A0ikl69utahghiQIfF05rxCASGE_w8wHRVHsRUpcJ7A/edit
https://docs.google.com/document/d/12VzJAGSa08k9onsUKqZqp9MYmhgTHBy9hvHJmw6Ac84/edit
https://docs.google.com/document/d/12VzJAGSa08k9onsUKqZqp9MYmhgTHBy9hvHJmw6Ac84/edit
https://docs.google.com/document/d/1MCl-XwSzH6EvqqwxkDQBd735_KkxKOsy2k6jG5GoFdc/edit
https://docs.google.com/document/d/1vdGwUWuvlog2jXYnanFcWidDvYZzyj3vVWSpN4S9jnY/edit


GPU-based Hybrid Retrieval

• A weighted-KNN to allow KNN with business logics.
• Near real-time updates
• 10ms retrieval latency for 15M to 2K jobs

• Revenue: +8.85%
• Bad Matches: -12%
• Qualified Applications: +10%



Unified Selector
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Free Job
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Free Job
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Free Job

Paid Job

Paid job

10ms
Elastic: 40ms to 990ms

AuctionDepth =
avgL2JobsPerMS * 
(TMAX - preL2MS)

Deeper Auction 
(1000 jobs at P95) 
= Marketplace 
Value Generation
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Unified Job Marketplace

By giving the welfare subsidies to the advertisers, we are encouraging an increase 
in bid dominance & decrease in relevance.



Subsidized Healthcare
(Single Payer)

By giving the welfare subsidies to the private firms, a perpetual “raise-the-subsidy” 
incentive occurs to keep citizen welfare from dropping.



Subsidized Healthcare
(Medicare Part D)

By giving the welfare subsidies to the healthcare seekers, the perpetual “raise-the-
subsidy” incentive does not occur.



Seeker Budget Caps

• Finite seeker budget caps are one mechanism to limit seeker value to optimize I2P.
• However, calculating seeker budget caps requires forecasting seeker behavior for the 

next 24 hours.
• Is there an alternative for controlling I2P with using a seeker budget cap?
• Yes, and it has existed for decades.



Solution: Seeker Bidder

By giving the welfare subsidies to the seeker, bid dominance is dramatically reduced, and 
therefore relevance is dramatically increased & long-term revenue is maximized.



Why Seeker Bidding & Boosting vs Shadow Budgets?

• Main reasons:
• Seeker bids are more efficient at optimizing seeker value/LTV than 

shadow budgets.
• The dominant bidding strategy for the seeker is to uniformly bid their 

constant true value for relevance times the expected relevance 
contribution of a job. Any other bidding strategy either leaks unnecessary 
free value, or leaks unnecessary seeker value

• Sources of developer productivity benefits:
• Auction Efficiency
• Incentive Compatible Auction
• Infrastructure Simplicity
• Known Optimal Parameterization



Auction Efficiency

• An efficient auction allocates 
supply to demand in a way that 
maximizes overall welfare or utility.

• Auction efficiency ensures that 
the allocation achieves the best 
possible outcome given the 
available information. Serving 
intern jobs to executives is not an 
efficient auction.



Auction Efficiency: Competition

• Auction efficiency should 
monotonically increase as 
competition increases.

• Shadow budgets design does not 
have this property.

• Increasing auction depth increases 
likelihood of irrelevance, due to bid 
dominance.

• Irrelevance is the opposite of 
auction efficiency.



Auction Efficiency = Developer Productivity
Category Directly Improve Auction 

Efficiency
Hide Auction Inefficiency Using 

Rules & Heuristics

Models To Maintain & Optimize pApply L1 model, jobs2x, query2x, 
member2x, pApply

Rules None - Many, complex, fragile, human 
curated rules
- L1 threshold
- L1 auction entry boost
- Min & max bids
- fixed ad slots & heuristic blending 
rules

Competition (Auction Depth) As deep as latency allows - Deeper degrades relevance & 
auction efficiency
- Shallower degrades liquidity

pApply Improvements Impact - Promoter value increases
- Seeker relevance increases

- Promoter value increases
- Bid dominance mutes seeker 
relevance increase

Developer Productivity High Low



L2: Seeker Bidder MOO
Total Value = Weighted(LI Value, Poster Value, Seeker Value) 

CPC: 

Auction score = paced_bid_cpc * pClick

Optimized Charge Per Click (oCPC):

Auction score = paced_bid_cpc * (pApplyGivenClick / avg_pAGC) 
* pClick

OCPC + Seeker Bidder MOO:

Auction score = paced_bid_cpc * (pApplyGivenClick / avg_pAGC) 
* pClick + seeker_bid * pClick

+10% Better Matches without Revenue Tradeoffs



Agenda
1 Optimizing Hiring Outcomes – (2020-2022)

2 Unified Jobs Marketplace – (2022-2023/24)

3 Big Auction and Beyond – (2023/24 – Today)



Thank you


