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Amazon DSP (ADSP) 
Advertising across 
the web and on 
Amazon

Advertisers use a Demand-side platform 

(DSP) to automate the process of buying 

digital ads



DSP Campaigns

Campaigns can have 

multiple ad lines (e.g. 

audiences, channels) with 

different shares of a 

campaign budget. 

Ad line 1 $$

Ad line 2 $$

Ad line 3 $$

Ad line 4 $$



Optimization
ROI

Sales

Clicks

Adjust Ad Line Budget

Manually

Automated Systems

Advertisers and systems 

may reallocate budget 

between ad lines in a 

campaign to top performers 

from bottom performers



Fire TV Echo

Promoting smart assistants

Fire Tablet

Promoting tablets

Advertisers and 
Agencies can have 
Multiple Campaigns

Promoting TV devices



Fire TV Echo

Promoting smart assistants

Fire Tablet

Promoting tablets

Each Campaign has
Multiple Ad Lines

Promoting TV devices



Consider Optimization 
Challenges

1

Time
2

Measurement
Learning takes time and results in inefficiency at the 

start of each campaign

Historic measurement does not always reflect future 

(seasonality, competitive bidding, privacy, changes 

within a DSP)



Share Learnings Across 
Campaigns



Relationship between 
budget allocation and 
clicks

Scatter plots of the log of average number of 

clicks received and the log of budget 

allocated. Observations are classified based 

on advertisers’ industry, channel, supply 

source, and audience.

The significant influence of 

ad/campaign attributes on

budget-performance 

relationships



Combinatorial multi-armed bandit (CMAB)

We formulated this problem 

as a combinatorial multi-

armed bandit (CMAB) 

problem.

Others have applied bandits 

to budget allocation

• A. Nuara, F. Trovo, N. Gatti, and M. Restelli, “A 

combinatorial-bandit algorithm for the online 

joint bid/budget optimization of pay-per-click 

advertising campaigns,” in Proceedings of the 

AAAI Conference on Artificial Intelligence, vol. 

32, no. 1, 2018.

• A. Nuara, F. Trovò, N. Gatti, and M. Restelli, 

“Online joint bid/daily budget optimization of 

internet advertising campaigns,” Artificial 

Intelligence, vol. 305, p. 103663, 2022.

• J. Zuo and C. Joe-Wong, “Combinatorial multi-

armed bandits for resource allocation,” in 2021 

55th Annual Conference on Information 

Sciences and Systems (CISS). IEEE, 2021, pp. 1–

4.



Problem Formulation



Bayesian Hierarchical 
Model



Algorithm Multi-Task 
CMAB

[1] H. Kellerer, U. Pferschy, D. Pisinger, H. Kellerer, U. Pferschy, and 

D. Pisinger, “The multiple-choice knapsack problem,”

Knapsack Problems, pp. 317–347, 2004.



Simulation
MCMAB and baseline approaches.



Simulation Results
Concurrent Sequential

100 random seeds. Shaded areas indicate the 95% confidence interval.



Offline Evaluation on Amazon Campaigns

100 random seeds. Shaded areas indicate the 95% confidence interval.



Increase in daily clicks after 3 

weeks

30 Campaigns, 300 ad lines

13%
Online 
Evaluation on 
Amazon 
Campaigns


