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DCN^2
1. Motivation and overview
2. Architecture improvements
3. Offline evaluation
4. Online evaluation
5. Scaling and productization
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Motivation

1. Building reliable CTR/CVR models at scale is a challenging task
a. Models operate on streams of data
b. Item collisions can lead to performance decay
c. Item interactions of different order contribute to final prediction

2. Existing DCNv2 addresses many, yet not all of these challenges

3. We systematically investigated possible improvements at different levels of the 
architecture, and deployed the result at scale
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Architecture
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Architecture
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DCN^2
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Architecture - collision weights

Step0:

Step1:

Addressed aspect: Resilience to collisions
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Collision weight values, visualized
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Architecture - onlydense layer

DCNv2 (Wang et al.)

This work
Addressed aspect: Info loss in Cross



10

Architecture - similarity “kernel”

Addressed aspect: Pairwise interactions
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Benchmarks - offline

More collisions -> 
superior performance
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Taking it Online
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Scaling DCN^2

● Modernized Inference Stack: Migrated the model to standard TensorFlow/ONNX, achieving peak performance with stock 
binaries after targeted kernel and graph optimizations

● Optimized Execution: Implemented a novel "local fan-out" batching strategy and optimized thread management, which cut 
p99 latency by 18%

● Final Performance: Increased throughput 1.6x via memory optimization (e.g., Jemalloc), delivering over 0.5 billion predictions 
per second within strict latency limits

Profiling DCN^2 during inference
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Conclusions

We introduced DCN^2, an improvement over DCNv2 that addresses issues with:

1. Item collisions
2. Information loss in Cross layers
3. Pairwise interactions being considered

Further work:

1. Can we use multiple embedding tables with different weight vectors?
2. Policy for explicit modulation of collision weights outside the model
3. Impact of hard resets at weight level to keep models fresh


