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Abstract
Wayfair Sponsored Products (WSP) is a cost-per-click (CPC) adver-
tising program aimed at improving product discovery and driving
sales. At the heart of WSP is a ranking function that determines
the placement of ads on a page. In this paper, we introduce a new
ranking function derived from an optimization framework that
maximizes overall profitability by jointly considering advertising
revenue from clicks and profit from resulting sales. To maintain a
positive customer experience, the formulation includes a relevance
constraint. We evaluate the approach through offline simulations
using counterfactual estimates of clicks and orders, analyzing the
impact of different parameter settings on key metrics such as ad
revenue, total profit, and estimated conversion rate (CVR). Finally,
we share results from a successful online test, that validated the
effectiveness of the proposed method, leading to its full deployment
in production, and highlight key learnings from the study.
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1 Introduction
In recent years, e-commerce platforms have increasingly leveraged
sponsored product advertising to enhance product visibility, boost
customer engagement, and increase overall profitability [1, 4]. WSP
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exemplifies this trend as a cost-per-click (CPC) advertising solu-
tion designed explicitly to facilitate product discovery and drive
incremental sales on Wayfair’s expansive marketplace. Central to
the effectiveness of WSP is its underlying ranking function, respon-
sible for determining the order of sponsored products shown to
consumers.

This paper introduces a new ranking function developed as a so-
lution to a carefully formulated optimization problem. Unlike, most
traditional methods that focus primarily on maximizing immediate
advertising revenue from clicks [11], our proposed approach adopts
a holistic view of profitability [10]. Specifically, it simultaneously
optimizes for both advertising revenue generated through clicks
and incremental profit derived from actual product sales. To ensure
sustainable engagement and maintain user satisfaction, the opti-
mization framework incorporates a relevance constraint, thereby
safeguarding a positive customer experience and preventing irrele-
vant or overly aggressive advertising placements.

To evaluate and validate our proposed ranking function, we
employed offline simulation methodologies leveraging counterfac-
tual estimates of user clicks and purchase behavior. Through these
simulations, we systematically explored the influence of different
parameter settings on critical performance indicators such as ad-
vertising revenue, total profit, and estimated conversion rate (CVR).
Our analysis delves deeply into understanding how the sensitiv-
ity of ranking positions responds to variations in profit-weighting
and the strictness of relevance constraints. Additionally, we ad-
dress the inherent challenges in striking an appropriate balance
between maximizing profitability and preserving customer-centric
relevance.

We also present results from an online test of our ranking func-
tion on Wayfair, highlighting key benefits and trade-offs of the
proposed optimization approach, and providing insights for future
improvements.

Key Contributions

(1) Profit-Relevance Ranking Framework: A novel ranking
function derived from a constrained optimization problem
that jointly optimizes total profit and relevance, supported
by an efficient parameter optimization algorithm.

(2) Robust Constraint Selection Method: The relevance con-
straint threshold is defined in terms of optimal expected
conversion rate providing a robust and interpretable way to
adapt the threshold to data/model drift
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(3) Simulation-BasedAnalysis:Analyze the trade-off between
relevance threshold and key performance metrics through
simulations, guiding threshold selection for deployment.

(4) Empirical Validation via Online A/B Testing: Extensive
online experiments validate the effectiveness of the proposed
approach, demonstrating gains in both total profit and rel-
evance metrics, as well as highlighting the contribution of
the VCD (sales profit) component. Furthermore, the results
highlight the critical role of calibration with respect to VCD.

2 Related Work
Most existing research on enhancing ad ranking focuses on im-
proving click-through rate (CTR) models [1, 2, 4]. Yang et al. [9]
have conducted an extensive survey of CTR prediction methods,
particularly emphasizing modeling frameworks. More recently, Yan
et al. [8] presented an architecture designed to ensemble various
feature interaction modules. This architecture incorporates a depth
selection controller, which dynamically determines the optimal
layer for early exits, thus enhancing prediction accuracy. Addition-
ally, another recent work [6] introduces a multi-task framework
tailored for early-stage learning, effectively combining several final-
stage ranking factors, such as ad clicks and ad-quality events. This
approach has demonstrated improvements in overall ad recall and
ranking consistency.

Revenue maximization represents another critical research di-
rection for improving ad ranking. Approaches in this area broadly
fall into two categories: i) integrating revenue signals during the
training of underlying models, either through weighting or joint
learning, and ii) directly using revenue metrics within the ranking
formula. In the first category, authors in [7] introduced a framework
that jointly models clicks and purchases to optimize sales revenue.
Another approach, proposed in [12], involves independently train-
ing ranking models for relevance and revenue maximization and
introduces a trade-off strategy using constrained optimization.

Our work aligns closely with the second category, wherein we
propose a ranking function designed to maximize total profit while
adhering to a relevance constraint. The most closely related study
to ours is by Ge et al. [10], who introduced a scoring function that
incorporates a weight balancing ad revenue against organic revenue.
Their approach optimizes this balance per impression through grid
search, subject to a constraint based on KL-divergence. Another
relevant study [3] introduces distinct weights for ad revenue and
advertiser ROI, tuning these weights through split testing with
equally-sized buckets. They employ an online learning approach
following an epsilon-first strategy, beginning with pure exploration
and subsequently transitioning to pure exploitation.

3 Proposed Approach
3.1 Optimization problem
Our objective is to maximize the expected total profit while en-
forcing a relevance constraint to ensure a high-quality customer
experience. We formulate this objective as a constrained optimiza-
tion problem, whose solution yields a scoring function used to rank
ads. To proceed, we first define the following key terms that will
support the formulation of this optimization problem.

Decision variables: Let 𝑥𝑟𝑠 = 1 indicate that the SKU (Product) 𝑠
is selected to be shown as an impression for request 𝑟 ; otherwise
𝑥𝑟𝑠 = 0. The full set of decision variables is defined as:

𝑥 = {𝑥𝑟𝑠 ∈ {0, 1} : 𝑟 ∈ 𝑅, 𝑠 ∈ 𝑆𝑟 } (1)

Expected Total Profit: Captures the expected profit from both ad
clicks and product sales:

𝑒𝑇𝑜𝑡𝑎𝑙𝑃𝑟𝑜 𝑓 𝑖𝑡 (𝑥) =
∑︁
𝑟 ∈𝑅

∑︁
𝑠∈𝑆𝑟

(
(𝑝𝐶𝑙𝑖𝑐𝑘𝑟𝑠 · 𝑏𝑖𝑑𝑠 )+

𝑊1 (𝑝𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝑟𝑠 ·𝑉𝐶𝐷𝑟𝑠 )
)
𝑥𝑟𝑠 ,

(2)

We assume access to 𝑝𝐶𝑙𝑖𝑐𝑘𝑟𝑠 , 𝑝𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝑟𝑠 , and 𝑉𝐶𝐷𝑟𝑠 as given
inputs derived from upstream machine learning models. The details
of these models are beyond the scope of this paper.

where:
• 𝑝𝐶𝑙𝑖𝑐𝑘𝑟𝑠 : Probability of user clicking on a SKU 𝑠 for request
𝑟

• 𝑝𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝑟𝑠 : Probability of user purchasing SKU 𝑠 for re-
quest 𝑟
• 𝑉𝐶𝐷𝑟𝑠 : Predicted variable contribution dollar on SKU 𝑠 for
request 𝑟 . Sales profit term used in our objective.
• 𝑏𝑖𝑑𝑠 : Advertiser bid for SKU 𝑠

• 𝑊1 ∈ [0, 1]: Weight assigned to profit from sales
Expected Conversion Rate:

𝑒𝐶𝑉𝑅(𝑥) =
∑
𝑟 ∈𝑅

∑
𝑠∈𝑆𝑟 𝑝𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝑟𝑠 · 𝑥𝑟𝑠∑
𝑟 ∈𝑅

∑
𝑠∈𝑆𝑟 𝑥𝑟𝑠

(3)

Optimization Problem The goal is to maximize expected total
profit while maintaining a minimum threshold of relevance, en-
forced through a constraint on expected conversion rate:

max
𝑥

𝑒𝑇𝑜𝑡𝑎𝑙𝑃𝑟𝑜 𝑓 𝑖𝑡 (𝑥)

𝑠 .𝑡 . 𝑒𝐶𝑉𝑅(𝑥) ≥ 𝑏0,
(4)

where 𝑏0 is a lower bound on expected conversion rate, used as a
relevance constraint to help preserve user experience and engage-
ment.

3.2 Scoring function
We solve the optimization problem in Equation (4) by converting it
into a dual problem using the Lagrangian method. The Lagrangian
function after regrouping the terms involving 𝑥𝑟𝑠 is defined as:

𝐿(𝑥, 𝜆) =
∑︁
𝑟 ∈𝑅

∑︁
𝑠∈𝑆𝑟

[
(𝑝𝐶𝑙𝑖𝑐𝑘𝑟𝑠 · 𝑏𝑖𝑑𝑠 ) +𝑊1 · (𝑝𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝑟𝑠 ·𝑉𝐶𝐷𝑟𝑠 )

+ 𝜆0 · 𝑝𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝑟𝑠 − 𝜆0 · 𝑏0
]
𝑥𝑟𝑠

(5)

Here, 𝜆0 is the Lagrange multiplier associated with the relevance
constraint, which enforces a minimum expected conversion rate
(eCVR(𝑥) ≥ 𝑏0). This term reflects the marginal value of satisfy-
ing the constraint: a higher value of 𝜆0 increases the importance
of purchase probability in the ranking function, encouraging the
selection of more relevant SKUs.

The Lagrangian dual function is defined as:
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𝐹 (𝜆) = max
𝑥

𝐿(𝑥, 𝜆) (6)

and the corresponding dual optimization problem is:
min
𝜆

𝐹 (𝜆)

𝑠 .𝑡 . 𝜆0 ≥ 0
(7)

Let us denote the expression inside the summation of equation
(5) as the scoring function:

𝑆𝑐𝑜𝑟𝑒 (𝑟, 𝑠) =(𝑝𝐶𝑙𝑖𝑐𝑘𝑟𝑠 · 𝑏𝑖𝑑𝑠 ) +𝑊1 (𝑝𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝑟𝑠 ·𝑉𝐶𝐷𝑟𝑠 )
+ 𝜆0 · 𝑝𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝑟𝑠 − 𝜆0 · 𝑏0

(8)

We observe that, for a given value of 𝜆0, the optimal solution to
Equation (6) is obtained by setting:

𝑥𝑟𝑠 =

{
1, if 𝑆𝑐𝑜𝑟𝑒 (𝑟, 𝑠) > 0
0, otherwise

(9)

If we add a constraint—such as selecting exactly 12 items per
request—the solution is to sort the SKUs by their scoring values and
choose the top 12. More generally, solving Equation (6) involves
ranking SKUs in descending order of their scores and selecting the
desired number to show as impressions.

Since the term 𝜆0 · 𝑏0 is constant across all SKUs for a given
request, it doesn’t affect their ranking. We can safely remove it
from the scoring function to simplify computation. The resulting
scoring function is:

𝑆𝑐𝑜𝑟𝑒 (𝑟, 𝑠) =(𝑝𝐶𝑙𝑖𝑐𝑘𝑟𝑠 · 𝑏𝑖𝑑𝑠 ) +𝑊1 (𝑝𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝑟𝑠 ·𝑉𝐶𝐷𝑟𝑠 )
+ 𝜆0 · 𝑝𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝑟𝑠

(10)

This scoring function offers a practical and interpretable approach
to ranking SKUs by jointly considering ad revenue, purchase-driven
profit, and relevance. The term 𝜆0 ·𝑝𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝑟𝑠 serves as a relevance
incentive, promoting SKUs with higher purchase likelihood. Tuning
𝜆0 allows control over the trade-off between monetization (through
ad revenue and sales profit) and relevance (via estimated conversion
rate).

3.3 Policy for picking threshold 𝑏0
The threshold 𝑏0 in equation (4) represents the target average pPur-
chase value we aim to achieve from the displayed SKUs. To simplify
the optimization process, we compute this average using only the
top 12 SKUs per page request, as these typically account for the
vast majority of ad impressions.

Determining an absolute value for 𝑏0 based on historical data
is challenging due to variability in user behavior, changes in the
pPurchase model, and other dynamic factors. Instead, we define 𝑏0
relative to the optimal expected conversion rate, ensuring consis-
tency even as the model or data evolves:

𝑏0 = 𝛼 · 𝑒𝐶𝑉𝑅∗ (11)
Here, 𝛼 ∈ [0, 1] is a tunable parameter representing the desired

proportion of the optimal performance.
𝑒𝐶𝑉𝑅∗ denotes the maximum achievable expected conversion rate,
obtained by ranking SKUs purely by their predicted pPurchase
values.

For instance, setting 𝛼 = 0.90 implies a deliberate choice to
target at least 90% of the optimal 𝑒𝐶𝑉𝑅. This allows for a controlled
trade-off, enabling other priorities such as business objectives, user
experience, or content diversity.

This formulation using𝛼 enhances interpretability andmaintains
stability across shifts in data distribution or model updates, while
providing flexibility to adapt 𝑏0 over time.

3.4 Solving for 𝜆0
We utilize historical auction data that includes all candidate SKUs
considered in each auction, along with their associated scores—such
as pClick, pPurchase, and VCD. For a given value of 𝛼 , we first com-
pute the corresponding threshold 𝑏0 as described in Section 3.3.
We then apply the iterative search procedure outlined in Algo-
rithm 1 to identify the optimal value of 𝜆0 for the specified𝑊1 and
𝑏0. Figure 1 illustrates the convergence behavior of the dual and
primal objectives, as well as the progression of the 𝜆0 values during
optimization.

Algorithm 1: Iterative Dual Solver
Input:𝑊1, 𝑏0, step size 𝜇, iter threshold𝑚, tol., 𝜆
Output: 𝜆, 𝑝best, 𝑑best

1 𝜆 ← 106, 𝑖, 𝑡 ← 0, 𝑑best ←∞, 𝑝best ← −∞;
2 repeat
3 Solve Eq. 8 for solution 𝑥 , dual 𝑑 , primal 𝑝;
4 if constraint violated then
5 𝜆 ← 𝜆 + 𝜆𝜇;
6 else
7 𝜆 ← 𝜆 − 𝜆𝜇;
8 end
9 if 𝑑 < 𝑑best then
10 𝑑best ← 𝑑 , 𝑡 ← 0;
11 else
12 𝑡 ← 𝑡 + 1;
13 end
14 𝑖 ← 𝑖 + 1;
15 if 𝑡 ≥ 𝑚 then
16 𝜇 ← 𝜇/2, 𝑡 ← 0;
17 end
18 until |𝑝best − 𝑑best | ≤ tol.;

4 Offline Simulations
Before any online testing or deployment, we conduct offline simu-
lations to select the optimal combination of parameters {𝑊1, 𝜆0} in
the scoring formula (10). These simulations serve as a critical step
in understanding the impact of model parameters before deploying
changes in a live environment.

The motivation for offline simulation is twofold: first, to simu-
late SKU rankings within each auction in order to analyze rank-
ing shifts, SKU dynamics, as well as the ads competitiveness; and
second, to validate that the proposed ranking method improves
key business metrics, such as total profit and advertising revenue,
without sacrificing user experience and business value. By lever-
aging counterfactual estimates of user clicks and purchases, we
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(a) Convergence of Objectives: The Y-axis represents
objective values, while the X-axis indicates iterations.
The blue line (top) corresponds to the dual objective,
and the orange line (bottom) represents the primal
objective.

(b) Lambda Convergence: The Y-axis shows lambda val-
ues, and the X-axis represents iterations. Each line cor-
responds to a different platform (Web, MWeb, MApp),
with a star indicating the optimal value.

Figure 1: Convergence plots for objectives and lambda

can approximate real-world outcomes across a range of parameter
settings, enabling a deeper understanding of model sensitivity and
trade-offs.

In this section, we describe the overall simulation methodology
and highlight the metrics used to guide decision-making ahead of
production rollout.

4.1 Approach
The offline simulation workflow consists of the following key steps:

(1) Collect logged auction data from production,
(2) Re-rank products using proposed parameter configurations

and ranking method,
(3) Compute simulation metrics, and
(4) Compare results across different settings of the ranking

function.
As discussed in the previous section, the value of the Lagrange

multiplier 𝜆0 is determined by solving an optimization problem
given a target relative conversion constraint 𝛼 . For each parameter
pair {𝑊1, 𝛼}, we solve for 𝜆0, compute a ranking score for each
product and sort SKUs in descending order of that score.

In practice, we choose𝑊1 values using a fixed grid ranging from 0
to 1, typically in steps of 0.01. The 𝛼 values are chosen relative to the
baseline “business-as-usual” (BAU) or in-production configuration.
Usually the values are higher than the BAU level but upper bounded
by 1. For all metrics requiring counterfactual estimates, we employ
the methodology proposed by Nguyen et al. [5].

To comprehensively evaluate the impact of different parameter
settings, we examine a range of metrics. Some of them are based

on directly observable data, and others estimated through counter-
factual modeling. Below, we group these into two these categories:

System-Driven Metrics:
• Display Price: The average listed price of products shown
in ranked results.
• Ratings and ReviewCount: Aggregated indicators of prod-
uct quality and popularity.
• Bid Sensitivity: Defined as the average change in a SKU’s
ranking position when its bid is increased by 50%. This met-
ric captures how responsive the system is to bid adjustments.
Higher sensitivity indicates a bid-driven system, while lower
sensitivity suggests the ranking is more influenced by rele-
vance or profitability factors.

Customer Interaction Metrics:
• Ad Revenue: Profit contribution from ad-driven clicks.
• WSP Product VCD: Profit from purchases attributed to ad
impressions.
• Total VCD: Sum of Ad Revenue and WSP Product VCD.
• ROAS: Return on ad spend, defined as the ratio of ad revenue
to ad cost.
• CPC: Cost per click.
• CTR: Click-through rate defined as ratio of clicks to impres-
sions.
• CVR: Conversion rates defined as ratio of attributed orders
to impressions

This structured evaluation allows for systematic tuning of rank-
ing parameters and a better understanding of their impact on prof-
itability, customer experience, and advertiser value.

4.2 Numerical examples
We show the simulation results on auctions from customer search
pages. In Figure 2, we present the relative changes in key business
metrics compared to the baseline (BAU) configuration. The results
correspond to a fixed𝑊1 value, with the x-axis representing the
𝛼 value used in the optimization, and the y-axis indicating metric
lifts.

As 𝛼 increases, the Lagrange multiplier 𝜆0 increases accordingly,
reflecting stronger enforcement of the relevance constraint. Total
VCD and ROAS both rise sharply beyond 𝛼 ≈ 0.7, while ad profit
from clicks starts to decline. This outcome suggests a trade-off
between product-related profit and advertising revenue.

CTR and CVR also improve as 𝛼 increases, especially when
𝛼 > 0.7, which indicates that user engagement benefits from more
relevant product rankings. At the same time, CPC drops signifi-
cantly with larger 𝛼 values. This reduction is due to the decreasing
influence of the bidding component in the ranking score. Bid sensi-
tivity also declines, since the ranking becomes less responsive to
changes in bids when relevance dominates the scoring logic.

Although CTR increases, it does not fully compensate for the
decline in CPC. As a result, ad profit continues to fall as 𝛼 grows.
Display price also trends downward at higher 𝛼 values. This is
consistent with customer preference for more affordable products,
which the relevance-focused ranking tends to prioritize.

Overall, these results underscore a fundamental trade-off be-
tween profitability and relevance. Tuning the 𝛼 parameter provides
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Total Profit Lift Ad Profit Lift

ROAS Lift Click&Conversion Lift
CTR lift
CVR lift

CPC Lift Bid Sensitivity

0.1 0.3 0.5 0.7 0.9
Alpha Optimized

Lambda0

0.1 0.3 0.5 0.7 0.9
Alpha Optimized

Avg DisplayPrice Change

Figure 2: Simulation results for fixed𝑊1: X-axis shows opti-
mization parameter 𝛼 , Y-axis shows relative metric changes
vs. BAU. Last three plots (Lambda0, bid sensitivity, price
change) are system-driven metrics.

a practical way to manage this balance and align the ranking strat-
egy with specific business objectives.

Based on simulation results, we selected two variants for online
testing. One variant employed conservative parameter values for
weight𝑊1 and 𝛼 , while the other used more aggressive settings
to effectively gauge performance differences. Table 1 summarizes
the simulation outcomes for both variants. Subsequently, we’ll
compare these simulation results to the online test findings in Table
2, highlighting how effectively the simulations guided our choice
of variants for testing.

Metric Sim V1 (Conservative) Sim V2 (Aggressive)

CTR 13.2 22.5
CVR 31.4 51.6
Total VCD 20.5 32.9
Ad Revenue 0.2 -7.7
ROAS 32.9 71.6
CPC -11.4 -24.7
Display Price 4.8 36.7

Table 1: Simulation Results % lifts vs BAU.

5 Online Experiments
The baseline (BAU) model for comparison uses the ranking formula
𝑝𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒 ∗𝑚𝑎𝑥𝐵𝑖𝑑 . In contrast, the test variants utilize the equa-
tion described in Equation (8), each with distinct settings for𝑊1 and
𝜆0. We conducted the test for four weeks; Table 2 summarizes the

results, indicating that both variants demonstrated overall positive
outcomes.

Metric V1 (Conservative) V2 (Aggressive)

CTR 13.4 24.1
CVR 22.8 37.7
Total VCD 14.3 24.8
Ad Revneue 1.3 -5.0
ROAS 23.4 42.8
CPC -10.3 -23.3
Display Price 5.9 29.1

Table 2: Online A/B test results % lifts vs BAU. All numbers
are statistically significant at 10%

Both test variants resulted in positive Total VCD, with the ag-
gressive variant achieving a higher lift overall. However, despite its
higher Total VCD, the aggressive variant showed negative Ad VCD
due to a decline in CPC. This occurred because it assigns greater
weight to relevance (𝑝𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒), promoting relevant products even
if they have lower bids. Additionally, the aggressive variant caused
a significant increase in display prices due to the higher emphasis
on W1. Considering these factors, we opted to launch the conser-
vative variant to maintain a balance between Ad VCD and Total
VCD, and to minimize the customer impact associated with higher
prices.

We now compare the results of the offline simulation with the
outcomes of the online experiment. As shown in Tables 1 and 2, the
simulation results directionally match the real A/B test outcomes
across key metrics. Notably, trends in CTR, Ad VCD, CPC, and
Display Price align closely, reinforcing the reliability of the simula-
tion framework. Although other metrics exhibit minor deviations,
they remain directionally consistent. These differences are expected
because simulations exclusively focus on WSP products, whereas
live pages incorporate organic listings, promotional banners, and
other dynamic content. Moreover, metrics related to orders nat-
urally exhibit higher variance, introducing additional noise into
the simulation results. Overall, the observed consistency supports
the use of offline simulations as a dependable proxy for assessing
ranking impacts prior to online deployment.

5.1 VCD Sensitivity Test
In the previous test, each of the two variants differed in both the
𝑊1 and 𝜆0 values, making it difficult to isolate the effect of the VCD
term. To address this, we conducted a follow-up test where the
control was the previously promoted variant (with both𝑊1 and 𝜆0
terms), and the test variant had𝑊1 set to 0. The results show a 2.9%
drop in total VCD (Table 3), with all other ad metrics remaining
neutral. This indicates that including the VCD term contributes to
increased overall profit, aligning with the intended outcome of the
proposed ranking.

5.2 Learnings from an Expansion Test
Following a successful launch in the US, we expanded the online
test to the UK using the same methodology. However, we saw
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Metrics No-VCD

CTR -0.88
CVR 0.90
Total VCD -2.94
Ad Revenue -0.31
ROAS 0.05
CPC 0.0

Table 3: VCD Sensitivty Test % Lifts vs BAU. Bold = signifi-
cance at 10%

unexpected drops in key metrics like CTR and CVR. These declines
are typically linked to either poor model calibration or a low 𝛼0
value. We verified that overall calibration quality was good, and the
treatment’s 𝛼0 was actually higher than the control, which should
have improved CVR.

Further analysis revealed poor CVR calibration with respect
to VCD (Figure 3a). Higher VCD values led to inflated 𝑝𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒
scores, causing high-priced SKUs to be ranked higher despite lower
actual conversion rates. This misalignment explained the metric
declines.

As a short-term fix, we applied a simple transformation to the
𝑝𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒 scores:

𝑝𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒′ = 𝑐 · 𝑝𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒
(𝑉𝐶𝐷 + 𝑎)𝑏

where 𝑎, 𝑏, 𝑐 are tunable parameters. This adjustment led to an
improved calibration (Figure 3b) and yielded better results in the
simulations. We are currently in the process of re-running the
online experiment in UK.

(a) Before Transformation (b) After Transformation

Figure 3: Calibration of pPurchase w.r.t VCD. X-axis is VCD
bins and Y-axis is CVR.

6 Conclusion and Future Work
We introduced a new ad ranking function designed to maximize
total profit while maintaining a balance with relevance. To support
this, we proposed an elegant method for abstracting the relevance
constraint using a more interpretable and robust parameter 𝛼0.
Through extensive simulations, we demonstrated how key perfor-
mance metrics respond to variations in 𝛼0 providing actionable
guidance for selecting effective values in online experimentation.
The approach delivered a 14% increase in total profit and a 22%
improvement in CVR compared to the business-as-usual (BAU)

baseline.
Moreover, insights from an expansion experiment highlighted the
necessity for accurately calibrated pPurchase scores relative to VCD,
underscoring calibration as a critical factor for the effectiveness of
our proposed approach.
Future research directions include applying relevance constraints
at finer granularities, such as individual queries or product classes,
recognizing that different query intents and item categories may
exhibit distinct user behaviors and varying trade-offs between rele-
vance and profitability.
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